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Using structural equation modeling to understand indirect effects in horticulture and integrated pest & pollinator management

Abstract

Agricultural productivity is determined by both direct and indirect effects on yields. Agricultural scientists can evaluate the direct impacts of new strategies using multiple regression or generalized linear models. However, quantification of direct vs. indirect effects among a network of interactions cannot be achieved with this approach. Path analysis, a type of structural equation modeling, has been increasingly appreciated in community ecology as an important tool for quantifying and evaluating indirect effects. Relatively user-friendly R packages have been developed that require only basic knowledge of R commands and linear models to implement, but they have not yet been extensively adopted in agricultural research. In this paper, we provide several examples from real agroecological experiments conducted in the Pacific Northwest crops, and demonstrate the usefulness of path analysis and how to implement it. Importantly, we demonstrate that important biological inferences would be otherwise obfuscated had path analysis not been utilized as a statistical tool. We urge other researchers to attempt this approach and highlight several examples, such as quantification of biological control and crop yield, where path analysis should be considered a default tool for the evaluation of experimental outcomes.

Introduction

Indirect effects are common in biological systems, and structural equation modeling (SEM) has become an important tool in the life sciences to compare the strength of direct and indirect effects. SEM has been adopted in psychology (Senn et al. 2004), genetics (Valente et al. 2013), ecology (Wei et al. 2013), and agriculture (Liere et al. 2015). Within the field of agriculture, horticultural models and integrated pest management may benefit the most from understanding both direct and indirect effects. In both of these subfields of agriculture, trials are applied to entire plants to improve yield and reduce the impacts of pests. However, there are often multiple intermediate steps involving changes to plants or insects before the desired outcome is achieved.

Most agricultural scientists are trained in so-called traditional statistical techniques involving hypothesis testing of single variables, applying univariate statistics including ANOVA and Regression. Due to the availability of statistical software, a broader extension of univariate statistics are now frequently used (Bolker et al. 2009), including Generalized Linear Models (GLMs) and Generalized Linear Mixed Models (GLMMs). Within the field of agroecology, the most commonly used R package for GLMMs is cited over (xxx) times. This technique is flexible and makes it relatively straightforward to build sophisticated linear models in which multiple predictor variables can be included in the same model (GLMM model construction citation). However, one of the primary assumptions of these univariate approaches is non-independence of predictors. Models assume that Factor A and Factor B do not directly influence each other, and each independently are related to changes in Response 1 (Fig 1). If conditions arise in which Factor A and Factor B influence each other or are similarly correlated with Response 1, model interpretations can be misleading. For example, Factor A and Factor B may appear to have weaker effect sizes on Response 1. Also, in cases in which both Factor A and Factor B have poor confidence in rejecting the null hypothesis, there can be a mistaken acceptance of the null hypothesis (Type II error).

In specific instances in which Factor A influences Factor B, a stepwise approach can be used to model a series of linear interactions. One common technique is path analysis (a type of structural equation modeling). Path analysis (SEM) is developed in the ecological literature and is now widely adopted in the fields of food webs and species interactions. More specifically, piecewise structural equation modeling was developed in a series of papers by Shipley (Shipley et al. 2002, etc). Piecewise SEM is often employed in environmental biology via the piecewiseSEM() package developed in 2012 for the R programming environment (Lefcheck 2012).

Use cases for SEM in applied agriculture scenarios include the following:

1. Intermediate mechanisms. The use of biological control agents does not directly impact yield, but instead indirectly increases yield by suppressing. Correct evaluation of the efficiency of biological control requires measuring both the impact on pest populations on host plants as well as changes to yield.
2. Unintended indirect effects compared to main direct effects. Sometimes there can be unintended effects of treatments that mask the primary effect of treatment. For example, the use of some insecticides can lead to secondary outbreaks of mites. Tracking these mite numbers and impacts on yield can be used to determine if this unintended outcome offsets the benefit of treatments.
3. Opposing indirect effects known *a priori*. An experimental treatment impacts yield, but there are multiple intermediate steps in which the treatment ultimately impacts yield, and those effects can be opposing. In hand-pollination trials, increasing the number of flowers pollinated can lead to more fruit. Conversely, trees will produce smaller fruits to offset the cost of producing more fruit, leading to lower yield. Depending on how the model is specified, one can get two seemingly contradictory answers to the question of whether treatments increased yield.
4. Evaluation of larger network of interactions: In larger-scale experiments, a large amount of data can be collected, and the primary task is reducing this complexity so management decisions can be made. Path analysis can be used as a model-pruning tool to evaluate which pathways can be removed from a network of variables and still retain some explanatory power.
5. Illustration of system complexity: Visualized structural equation models are powerful pedagogical tools for researchers. Tables and raw data cannot tell a story, but a well-designed interaction network can. By using SEM, one can ensure that the interaction network is build on a quantitative foundation, and that the strength of direct and indirect effects, as well as their statistical significance, are incorporated into diagrams.
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